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Proximal Online Gradient Is Optimum for Dynamic
Regret: A General Lower Bound
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Abstract— In online learning, the dynamic regret metric
chooses the reference oracle that may change over time, while
the typical (static) regret metric assumes the reference solution
to be constant over the whole time horizon. The dynamic regret
metric is particularly interesting for applications, such as online
recommendation (since the customers’ preference always evolves
over time). While the online gradient (OG) method has been
shown to be optimal for the static regret metric, the optimal
algorithm for the dynamic regret remains unknown. In this
article, we show that proximal OG (a general version of OG)
is optimum to the dynamic regret by showing that the proved
lower bound matches the upper bound. It is highlighted that
we provide a new and general lower bound of dynamic regret.
It provides new understanding about the difficulty to follow the
dynamics in the online setting.

Index Terms— Dynamic regret, lower bound, online convex
optimization, proximal online gradient (POG).

I. INTRODUCTION

ONLINE learning [1]–[8] is a hot research topic for
the last decade of years, due to its application in

practices, such as online recommendation [9], online col-
laborative filtering [10], [11], moving object detection [12],
and many others, as well as its close connection with other
research areas, such as stochastic optimization [13], [14],
image retrieval [15], multiple kernel learning [16], [17], and
bandit problems [18]–[21], etc.
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The typical objective function in online learning is to
minimize the (static) regret defined as follows:

T∑
t=1

ft (xt )− min
x∈X

T∑
t=1

ft (x)︸ ︷︷ ︸
the optimal reference

(1)

where xt is the decision made at step t after receiving the infor-
mation before that (e.g., {∇ fs(xs), fs(xs)}t−1

s=1). The optimal
reference is chosen at the point that minimizes the sum of all
component functions up to time T . However, the way to decide
the optimal reference may not fit some important applications
in practice. For example, in the recommendation task, ft (x) is
the regret at time t decided by the t th coming customer and our
recommendation strategy x. Based on the definition of regret
in (1), it implicitly assumes that the optimal recommendation
strategy is constant over time, which is not necessarily true for
the recommendation task (as well as many other applications)
since the costumers’ preference usually evolves over time.

Zinkevich [1] proposed to use the dynamic regret as the
metric for online learning, which allows the optimal strategy
changing over time. More specifically, it is defined by

RA
T :=

T∑
t=1

ft (xt)− min
{yt }T

t=1∈LT
D0

T∑
t=1

ft (yt ) (2)

where A denotes the algorithm that decides xt iteratively,
{yt}T

t=1 is short for a sequence {y1, y2, . . . , yT }, and the dynam-
ics upper bound LT

D0
is defined by

LT
D0

:=
{

{yt}T
t=1 :

T −1∑
t=1

�yt+1 − yt� ≤ D0

}
. (3)

It was shown that the dynamic regret of online gradi-
ent (OG) is bounded [1], [22], [23] by

ROG
T � Tη + 1

η
+ D0

η
(4)

where η represents the learning rate and � means “less than
equal up to a constant factor.” This reminds people to ask a
few fundamental questions.

1) As we know, OG is optimum for the static regret
(i.e., the case of D0 = 0), and the dependence on T is
tight. However, is the dependence on the dynamics D0
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tight? In other words, is OG also optimal for dynamic
regret?

2) Is this bound tight enough? If no, how to design a
“smarter” algorithm to follow the dynamics?

3) How difficult is it to follow dynamics in online learning?

Although the dynamic regret receives more and more atten-
tion recently [23]–[28] and some successive studies claim to
improve this result by considering specific functions types
(e.g., strongly convex ft ) or considering different definitions
of dynamic regret, these fundamental questions still remain
unsolved.

In this article, we consider a more general setup for the
problem

ft (x) = Ft (x)+ H (x) (5)

with Ft (x) and H (x) being only convex and closed and a more
general definition for dynamic constraint in (6)

LT
Dβ

:=
{

{yt}T
t=1 :

T −1∑
t=1

tβ · �yt+1 − yt� ≤ Dβ

}
(6)

where β and Dβ are the predefined parameters to restrict the
change of reference models over time. We show that the upper
bound of the proximal online gradient (POG) algorithm can
achieve

RPOG
T �

√
T +

√
T 1−β · Dβ (7)

where � means “less than equal up to a constant factor.”
When β = 0 and H (x) ≡ 0, (7) recovers the dependence of

T in (4). However, (7) still holds for proximal mapping when
updating xt . When β > 0, since Dβ < D0T β , (7) is slightly
better than the proved special case in (4).1

To understand the difficulty of following dynamics in online
learning, we derive a lower bound (that measures the dynamic
regret by the optimal algorithm) and show that the proved
upper bound for POG matches the lower bound up to a con-
stant factor, which indicates that POG is an optimal algorithm
even for dynamic regret (not just for static regret).

II. RELATED WORK

In this section, we outline and review the existing work
about online learning problem with the regret in static and
dynamic environments briefly.

A. Static Regret

OG in the static environment has been extensively investi-
gated for the last decade of years [2], [3], [29]. Specifically,
when ft is strongly convex, the regret of OG is O(log T ).
When ft (·) is only convex, the regret of OG is O((T )1/2).

B. Dynamic Regret

Zinkevich [1] obtained the regret in the order
of O(Tη + (1/η)+ (D0/η)) for the convex function ft .
Similarly, assume that the dynamic constraint is defined by

1This bound can be achieved by setting η ∝ (1/(T )1/2) + ((Dβ/T ))1/2,
which implies that Dβ has to be known to tune the learning rate.

∑T −1
t=1 �yt+1 −�(yt )� ≤ D0, where �(·) provides the predic-

tion about the dynamic environment. When �(yt) predicts the
dynamic environment accurately, Hall and Willett [22], [23]
obtained a better regret than [1].

In addition, assume that ft is α strongly convex and
β smooth, and the dynamic constraint is defined by
D∗ := ∑T −1

t=1 �y∗
t+1 − y∗

t �, where y∗
t := argminy∈X ft (y).

Mokhtari et al. [24] obtained O(D∗) regret. When querying
noisy gradient, Bedi et al. [30] obtained O(D∗ + E) regret,
where E is the cumulative gradient error. Yang et al. [25] and
Gao et al. [31] extended it for nonstrongly convex and noncon-
vex functions, respectively. Shahrampour and Jadbabaie [27]
extended it to the decentrialized setting.2 Furthermore, define
S∗ := ∑T −1

t=1 �y∗
t+1 − y∗

t �2, where y∗
t := argminy∈X ft (y).

When querying O(κ) with κ := (β/α) gradients for every
iteration, Zhang et al. [26] improved the dynamic regret
to be O(min{D∗, S∗}). Comparing with the previous work,
our analysis does not assume the differentiability and strong
convexity of ft .

Other regularities, including the functional variation
[5], [32]–[34], the gradient variation [35], and the mixed
regularity [28], [36], [37], have been investigated to bound
the dynamic regret. Those different regularities cannot be
compared directly because they measure different aspects of
the variation in the dynamic environment. In this article,
we use (6) to bound the regret, and it is the future work to
extend our analysis to other regularities.

György and Szepesvári [38] studied a dynamic regret3 in a
slightly more general setting than (3) by relaxing the distance
metric �yt+1 −yt� to a general �p-norm �yt+1 −yt�p with p ∈
(1, 2]. They obtain an upper bound O((D0/η)+ (1/η)+ Tη)
for an algorithm namely twisted mirror descent (TMD). When
the dynamics D0 is known and can be used to set the
learning rate η ∝ ((D0/T ))1/2, the upper bound becomes
O((D0T + T )1/2) [38]. This result is essentially consistent
with our upper bound, but we consider a different algorithm
and a different generalization of the dynamic regret definition
and provide a lower bound more importantly.

Recently, Zhang et al. [39] provided a lower bound of
dynamic regret in the case of β = 0, and Abernethy et al. [40]
and Orabona [41] presented lower bounds of static regret,
that is, β = 0 and D0 = 0. Comparing with the known
results, our lower bound holds for 0 ≤ β < 1 and Dβ > 0,
which, as far as we know, is the first lower bound for
the dynamic regret. Besides, the previous results only hold
for the differentiable function ft , but our lower bound of
dynamic regret still holds for nondifferentiable function ft ,
e.g., �1-norm. In addition, Zhang et al. [39] led to much higher
computational complexity than the work. The reason is that
Zhang et al. [39] maintained O(log T ) experts and thus led
to O(log T ) updates of the model at an iteration. Comparing
with it, our method updates the model only once for every
iteration.

2The definition of D∗ is changed slightly in the decentrialized setting.
3It is called shifting regret in [38]. To avoid the confusion with many papers

that will be discussed in the following, the shifting regret in this article is
defined in a different way from [38].
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C. Shifting Regret (or Tracking Regret)

The M-shifting regret of an algorithm A ∈ A is defined
by [6], [38], [42]–[49]

R̃A
T :=

T∑
t=1

ft (xt )− min
{yt }T

t=1∈LT
M

T∑
t=1

ft (yt) (8)

where LT
M = {{yt}T

t=1 : ∑T −1
t=1 �{yt+1 
= yt} ≤ M}. Here, the

dynamics is modeled by the number of changes of the ref-
erence sequence {yt}T

t=1. The shifting regret is closely related
to the dynamic regret and can be considered as a variation of
dynamic regret and is usually studied in the setting of learning
with expert advice. The result in [44] and [50] implies an
upper bound O((MT log2 T )1/2) for the shifting regret. The
results in [6] and [51] imply an improved upper bound to
O((MT log T )1/2). Note that those bounds are achieved under
the condition that M is unknown, that is, M cannot be used
to tune the learning rate η. In other words, those previous
results about the shifting regret do not require knowledge of
the dynamics.

III. NOTATIONS AND ASSUMPTIONS

In this section, we introduce notations and important
assumptions for the online learning algorithm used throughout
this article.

A. Notations

Throughout this article, we use the following notations.
1) A represents the family of all possible online algorithms.
2) F represents the family of loss functions available to

the adversary, where for any loss function ft ∈ F :
X ⊂ R

d �→ R, ft (x) = Ft (x) + H (x) satisfies
Assumptions 1 and 2. FT denotes the function product
space by F × F × · · · × F︸ ︷︷ ︸

T times

.

3) {ut}T
t=1 represents a sequence of T vectors, namely,

{u1,u2, . . . ,uT }. { ft }T
t=1 denotes a sequence of T func-

tions, which is { f1, f2, . . . , fT }.
4) RA

T is the regret for a loss function sequence { ft }T
t=1 ∈

FT with a learning algorithm A ∈ A, where A can be
POG or OG.

5) �·�p denotes the �p-norm. �·� represents the �2-norm by
default.

6) � means “less than equal up to a constant factor” and
� means “greater than equal up to a constant factor.”
∂ represents the subgradient operator. E represents the
mathematical expectation.

B. Assumptions

We use the following assumptions to analyze the regret of
the OG.

Assumption 1: Functions Ft : X ⊂ R
d �→ R for all

t ∈ [T ] and H : X ⊂ R
d �→ R are convex and closed but

possibly nondifferential. In particular, ft ∈ F is defined as
ft (x) = Ft (x)+ H (x).

Assumption 2: The convex compact set X is the domain for
Ft and H , and �x−y�2 ≤ R for any x, y ∈ X . Besides, for any
x ∈ X and function Ft , �Gt (x)�2 ≤ G, where Gt(x) ∈ ∂Ft (x).

Algorithm 1 POG
Require: The learning rate ηt with 1 ≤ t ≤ T .
1: for t = 1, 2, . . . , T do
2: Predict xt .
3: Observe the loss function ft with Ft and H , and suffer

loss ft (xt) = Ft (xt)+ H (xt).
4: Query subgradient Gt(xt) ∈ ∂Ft (xt).
5: xt+1 = proxH,ηt

(xt − ηt Gt(xt)).
6: return xT +1

IV. ALGORITHM

We use the POG for solving the online learning problem
with ft (·) in the form of (5). The POG algorithm is a general
version of OG for taking care of the regularizer component
H (·) in ft (·). The complete POG algorithm is presented in
Algorithm 1. Line 4 of Algorithm 1 is the proximal gradient
descent step defined by

xt+1 = proxH,ηt
(xt − ηt Gt(xt))

where the proximal operator is defined as

proxH,ηt
(x�) := arg min

x∈X

{
H (x)+ 1

2ηt
�x − x��2

}
.

Therefore, the update of xt+1 is also equivalent to

xt+1 = proxH,ηt
(xt − ηt Gt (xt))

= arg min
x∈X

�Gt(xt), x� + 1

2ηt
�x − xt�2 + H (x).

The POG algorithm reduces to the OG algorithm when H (·)
is a constant function.

V. THEORETICAL RESULTS

Recall that we now consider an online learning problem
with a dynamic constraint

LT
Dβ

:=
{

{yt}T
t=1 :

T −1∑
t=1

tβ · �yt+1 − yt� ≤ Dβ

}

which is more general comparing with the previous definition
of the dynamic constraint LT

D0
defined in (3).

When β = 0, LT
Dβ

reduces to the previous definition of the
dynamic constraint. Comparing with the previous definition,
when β ≥ 0, Dβ allocates larger weights for the future parts
of the dynamics than the previous parts.

Remark 1: It is worth noting that Dβ is a predefined
parameter to restrict the change of reference models.

In this section, we first present a lower bound, which was
not well studied in previous literature to our best knowl-
edge. Then, we prove an upper bound for the regret based
on our general dynamic constraints via POG, which holds
for a general dynamic regret, instead of β = 0 shown in
previous work. We will show that our proved upper bound
matches the lower bound, implying the optimality of POG
algorithm.
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A. General Lower Bound for Online Convex Optimization

Once we obtain the upper bound for dynamic regret via
POG, namely sup{ ft }T

t=1∈F T RPOG
T , there still remains a ques-

tion, whether our upper bound’s dependence on Dβ and T is
tight enough or even optimal.

Unfortunately, to our best knowledge, this question has not
been fully investigated in any existing literature, even for the
case of the dynamic regret defined with D0.

To answer this question, we attempt to explore the value of
sup{ ft }T

t=1∈F T RA
T for the optimal algorithm A ∈ A, which is

formally written as inf A∈A sup{ ft }T
t=1∈F T RA

T . If a lower bound
for inf A∈A sup{ ft }T

t=1∈F T RA
T matches the upper bound in (10),

then we can say that POG is optimum for dynamic regret in
online learning.

Theorem 1: Assume that Assumptions 1 and 2 hold. For
any 0 ≤ β < 1, the lower bound for our problem with dynamic
regret is

inf
A∈A

sup
{ ft }T

t=1∈F T

RA
T �

√
Dβ · T 1−β + √

T

where A is the set of all possible learning algorithms. ft (x) =
Ft (x)+ H (x), ∀t ∈ [T ], with { ft }T

t=1 ∈ FT .
The discussion for the lower bound is conducted in the

following aspects.
1) Insight: The lower bound in Theorem 1 can be inter-

preted by that for any algorithm, there always exists a
problem (or a function sequence in FT such that the
dynamic regret is not less than (Dβ · T 1−β)1/2 + (T )1/2

up to a constant factor. It indicates that the lower bound
matches with the upper bound shown in (10). This
theoretical result implies that the POG is an optimal
algorithm to find decisions in the dynamic environ-
ment defined by Dβ and our upper bound (shown in
Section V-B) is also sufficiently tight. In addition, this
lower bound also reveals the difficulty of following
dynamics in online learning.

2) Novelty: Zhang et al. [39] showed a lower bound for
dynamic regret. Comparing with the known result, our
lower bound has the following novelty.

1) General Bound: Our lower bound holds for any
0 ≤ β < 1, but the result in [39] only holds
for the case of β = 0. When β > 0, it is
the first work to show that the dynamic regret is
	((Dβ · T 1−β)1/2 + (T )1/2).

2) Nondifferentiable ft : Our lower bound holds for
the nondifferentiable function sequence { ft}T

t=1, but
Zhang et al. [39] only held for the differentiable
function sequence { ft }T

t=1.

B. Upper Bound for a General Dynamic Regret (0 ≤ β < 1)

We provide the upper bound for the POG algorithm
described in Algorithm 1 in the following. The complete proof
is provided in the Appendix. It essentially follows the analysis
framework for the OG algorithm. The main novelty lies that
our analysis is more general than previous work. Our upper
bound holds for a general dynamic regret, that is, 0 ≤ β < 1,
instead of β = 0 in previous studies.

Theorem 2: Let 0 ≤ β < 1. Choose the positive learning
rate sequence {ηt }T

t=1 in Algorithm 1 to be nonincreasing.
Under Assumptions 1 and 2, the following upper bound for
the dynamic regret holds:

sup
{ ft }T

t=1∈F T

RPOG
T ≤ √

R max
{ηt }T

t=1

{
1

ηt · tβ

}
· Dβ + R

2ηT

+ G

2

T∑
t=1

ηt + H (x1)− H (xT+1). (9)

To make the dynamic regret more clear, we choose the
learning rate appropriately, which leads to the following result.

Corollary 1: For any 0 ≤ β < 1, we choose an appropriate
γ such that γ ≥ β and 0 ≤ γ < 1. Set the learning rate ηt by

ηt = t−γ ·

√√√√ (1 − γ )
(

2
√

RT 2γ−β−1 Dβ + RT 2γ−1
)

G

in Algorithm 1. Under Assumptions 1 and 2, we have

sup
{ ft }T

t=1∈F T

RPOG
T �

√
Dβ · T 1−β + √

T . (10)

In order to compare the upper bound in (10) with exist-
ing results, we consider the special case that does not
include the nonsmooth term H (·) in the objective and a
particular choice for β = 0. In such case, our upper
bound is O((T D0)

1/2 + (T )1/2), which is consistent with
the known regret [38], [39]. When β > 0, our upper
bound is O((T 1−βDβ)

1/2 + (T )1/2), which extends the known
result [38], [39]. In addition, the upper bound in [39] requires
that the loss function ft is differentiable. However, our upper
bound still holds for nondifferentiable ft .

1) Discussion About the Learning Rate: Corollary 1 holds
under the condition that the dynamics Dβ is known and can
be used to tune the learning rate ηt . However, knowing the
dynamics may be not realistic in the online setting, especially
in the general dynamic environment. One of the promising
extensions about the work is to investigate how to estimate
the dynamics Dβ based on the observed data for some specific
online learning application scenarios.

2) Connections With M-Shifting Regret: Although the shift-
ing regret defined in (8) is different from the dynamic regret
considered in this article, it is worth noting that our result
in (10) also implies an upper bound O((MT )1/2 + (T )1/2)
with respect to the shifting regret defined in (8).

Corollary 2: Set the learning rate ηt by

ηt = t−γ ·
√
(1 − γ )

(
2RT 2γ−1 M + RT 2γ−1

)
G

in Algorithm 1. Under Assumptions 1 and 2, we have

sup
{ ft }T

t=1∈F T

R̃POG
T �

√
MT + √

T

where R̃POG
T follows the definition in (8). The proof is

provided in the Appendix, that is, when M in (8) is known
and can be used to tune the learning rate {ηt}T

t=1, the previous
M-shifting regret has the similar bound with our results.
However, when M is unknown, our result in (10) implies an
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Fig. 1. Comparison of average loss between POG and Ader. (a) Synthetic data. (b) Usenet2. (c) Spam.

upper bound O((T )1/2 M + (T )1/2). Under this condition, the
existing result for the shifting regret in [6] is (MT log T )1/2,
which obtains better dependence on the unknown M . It is
highlighted that the existing bound does not require the
knowledge of the dynamics M .

VI. EMPIRICAL STUDIES

In this section, we conduct experiments in the dynamic
environment and show the effectiveness of our method to
follow the dynamics.

A. Experimental Settings

In experiments, we conduct online logistic regression to test
the performance of POG in the dynamic environment. The loss
function at the t th round is

ft (x) = log
(
1 + exp

(−yt A�
t x

)) + ι

2
�x�2

where At and yt are the instance observed at the tth round and
its label, respectively, and ι = 10−3 is a given hyperparameter.
In addition, we compare the performance of POG, that is,
Algorithm 1, with the state-of-the-art method Ader [39] in the
setting of β = 0. We evaluate the performance by measuring
the average loss: (1/T )

∑T
t=1 ft (xt), instead of using the

dynamic regret

T∑
t=1

ft (xt)− min
{yt }T

t=1∈LT
D0

T∑
t=1

ft (yt)

directly. The reason is that the optimal reference points
{x∗

t }T
t=1 := argmin{yt }T

t=1∈LT
D0

∑T
t=1 ft (yt) are the same for both

POG and Ader.
We conduct experiments on a synthetic dataset and two real

datasets, where the dynamic environment is due to that the
data distribution of those datasets keeps changing over time.
The synthetic dataset is generated as follows. A data matrix
A ∈ R

T ×10 consists of T instances, where every instance is
represented by a row of A. Specifically, the tth row of A, that is
At , represents the instance At at the tth round. The elements of
the instance At are generated according to yt ∈ {1,−1}. When
yt = 1, At is generated by sampling from a time-varying
distribution N((1 + 0.5 sin(t)) · 1, I). When yt = −1, At is
generated by sampling from another time-varying distribution

N((−1+0.5 sin(t)) ·1, I). In addition, the real public datasets
include usenet24 (1500 samples) and spam5 (9324 samples).
Both usenet2 and spam are “concept drift” datasets [52], for
which the optimal model changes over time.

Finally, the dynamic budget D0 is fixed as D0 = 10. The
learning rate ηt is set to be ηt = (10−3/(t)1/2). Ader is
an “expert” algorithm, where the number of experts is set
optimally according to [39, Th. 3]. All step sizes used in Ader
are set to be (10−3/(T )1/2).

B. Numerical Results

As shown in Fig. 1, both POG and Ader can decrease
the average loss effectively. Specifically, POG achieves sig-
nificantly better performance than Ader for the synthetic
data and the usenet2 dataset, and both of them achieve a
similar performance for the spam dataset. Since Ader has been
proved to be an optimal online learning method to follow the
dynamics in the setting of β = 0 and D0 > 0, POG can also
be verified to be optimal in this setting.

VII. CONCLUSION

The online learning problem with dynamic regret metric
is particularly interesting for many real scenarios. Although
the OG method has been shown to be optimal for the static
regret metric, the optimal algorithm for the dynamic regret
remains unknown. This article studies this problem from a
theoretical perspective. We show that POG, a general version
of OG, is optimum to the dynamic regret by showing that our
proved lower bound matches the upper bound, which slightly
improves the existing upper bound.

APPENDIX: PROOFS

In this section, we present the detailed proofs for the
theorems in this article. In particular, some necessary lemmas
used in proofs to theorems are placed in the Supplementary
Materials.

In our proofs, we abuse the notations of ∂H (x) a
little bit to represent any vector in the subgradient of
H (x). Gt (x) still represents any vector in ∂Ft (x). We use

4http://mlkd.csd.auth.gr/concept_drift.html
5http://mlkd.csd.auth.gr/concept_drift.html
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Bψ(x, y) := ψ(x)− ψ(y)− �ψ(y), x − y� to denote the Breg-
man divergence with respect to the function ψ .

Lemma 1: Consider a sequence {vt}T
t=1. For any t ∈ [T ],

dimensions of vt ∈ {±1}d are independent identically dis-
tributed (i.i.d.) sampled from the Rademacher distribution.
We have

E
{vt }T

t=1

∥∥∥∥∥
T∑

t=1

vt

∥∥∥∥∥
1

� d
√

T .

Proof: We consider the left-hand side

E
{vt }T

t=1

∥∥∥∥∥
T∑

t=1

vt

∥∥∥∥∥
1

= E
{vt }T

t=1

d∑
i=1

∣∣∣∣ T∑
t=1

vt(i)

∣∣∣∣
= d · E

{vt (1)}T
t=1

∣∣∣∣ T∑
t=1

vt(1)

∣∣∣∣ (11)

where vt(i) denotes the i th dimension of vt and {vt(1)}T
t=1 :=

{v1(1), v2(1), . . . , vT (1)}. The second equality holds because
every dimension of vt is independent of each other.

Consider the sequence {vt}T
t=1. If the event, +1 is picked,

happens m times with the probability Pm , then the event, −1
is picked, happens T − m times. Denote ST := ∑T

t=1 vt(1),
and we have

ST = m − (T − m) = 2m − T .

Denote S := {−T,−T + 2, . . . , T − 2, T } and ST ∈ S.
Thus, we have

P(ST = 2m − T ) = Pm = 1

2T
·
(

T

m

)
and

E |ST | =
T∑

m=0

|2m − T |
2T

·
(

T

m

)

= 1

2T
·

T∑
m=0

|2m − T | · T !
m! · (T − m)! .

When T is even, denote T = 2J . Thus,

E |ST |

= 1

22J
·

T∑
m=0

|2m − 2J | · (2J )!
m! · (2J − m)!

= (2J )!
22J

·
2J∑

m=0

|2m − 2J |
m! · (2J − m)!

1�
=

(2J )!
22J−2

·
J∑

n=0

n

(J + n)! · (J − n)!

= 1

22J−2
·
(

J∑
n=0

(n + J )

(
2J

J + n

)
−

J∑
n=0

J

(
2J

J + n

))

= 1

22J−2
·
(

2J∑
i=J

i

(
2J

i

)
−

2J∑
i=J

J

(
2J

i

))

2�
=

1

22J−2
·
(

2J∑
i=J

2J

(
2J − 1

i − 1

)
−

2J∑
i=J

J

(
2J

i

))

3�
=

2J

22J−2
·
(

2J−1∑
k=J−1

(
2J − 1

k

)
− 1

4

(
22J +

(
2J

J

)))

= 2J

22J−2
·
(

2J−1∑
k=J

(
2J −1

k

)
+
(

2J −1

J − 1

)
− 1

4

(
22J +

(
2J

J

)))
4�

=
2J

22J−2
·
(

22J−2 +
(

2J − 1

J − 1

)
− 1

4

(
22J +

(
2J

J

)))
= 2J

22J−2
·
((

2J − 1

J − 1

)
− 1

4

(
2J

J

))
= 2J

22J−2
·
(

1

4

(
2J

J

))
= 2J

4J
· (2J )!

J ! · J !
5�

≥ 2J · 1

2
√

J

=
√

T

2
.

Here, 1� holds due to

(2J )!
22J

·
2J∑

m=0

|2m − 2J |
m! · (2J − m)!

= (2J )!
22J

·
(

J∑
m=0

2J − 2m

m! · (2J − m)! +
2J∑

m=J+1

2m − 2J

m! · (2J − m)!

)

= (2J )!
22J

·
J∑

n1=0

2n1

(J − n1)! · (J + n1)!

+ (2J )!
22J

·
J∑

n2=1

2n2

(J + n2)! · (J − n2)!

= (2J )!
22J

·
J∑

n1=0

2n1

(J − n1)! · (J + n1)!

+ (2J )!
22J

·
J∑

n2=0

2n2

(J + n2)! · (J − n2)!

= (2J )!
22J−2

·
J∑

n=0

n

(J − n)! · (J + n)! .

2� holds because, for any 0 ≤ k ≤ N

k

(
N

k

)
= N

(
N − 1

k − 1

)
.

3� holds because

22J =
J∑

i=0

(
2J

i

)
+

2J∑
i=J

(
2J

i

)
−
(

2J

J

)

= 2
2J∑

i=J

(
2J

i

)
−
(

2J

J

)
.

4� holds because

22J−1 =
J−1∑
i=0

(
2J − 1

i

)
+

2J−1∑
i=J

(
2J − 1

i

)

= 2
2J−1∑
i=J

(
2J − 1

i

)
.

Authorized licensed use limited to: National Univ of Defense Tech. Downloaded on March 08,2022 at 13:20:24 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ZHAO et al.: POG IS OPTIMUM FOR DYNAMIC REGRET 7

5� holds because, for any n > 1

1

4n

(
2n

n

)
≥ 1

2
√

n
.

When T is odd, we have

E |ST | = E |ST −1 + vT (1)|
≥ E |ST −1| − E |vT (1)|
= E |ST −1| − 1

=
√

T

2
− 1.

Finally, we obtain

E
{vt }T

t=1

∥∥∥∥∥
T∑

t=1

vt

∥∥∥∥∥
1

� d
√

T .

It completes the proof. �
Proof of Theorem 1:

Proof: Let ft (xt) = Ft (xt) + H (xt), where Ft (xt) :=
�vt , xt� and H (xt) = 0 for all xt ∈ X . Here, vt ∈
{+1,−1}d is a random vector with i.i.d. elements sampled
from the Rademacher distribution. X = {

x ∈ R
d : �x�2 ≤ 1

}
and LT

Dβ
= {{yt}T

t=1 : ∑T −1
t=1 tβ · �yt+1 − yt�2 ≤ Dβ}. Under

this construction, for any given algorithm A ∈ A, we have

sup
{ ft }T

t=1

RA
T = sup

{vt }T
t=1

RA
T ≥ E

{vt }T
t=1

RA
T

= E
{vt }T

t=1

T∑
t=1

ft (xt)− E
{vt }T

t=1

(
min

{yt }T
t=1∈LT

Dβ

T∑
t=1

ft (yt)

)

= E
{vt }T

t=1

T∑
t=1

�vt , xt� − E
{vt }T

t=1

(
min

{yt }T
t=1∈LT

Dβ

T∑
t=1

�vt , yt �
)

= 0 − E
{vt }T

t=1

(
min

{yt }T
t=1∈LT

Dβ

T∑
t=1

�vt , yt�
)

= E
{vt }T

t=1

(
max

{yt }T
t=1∈LT

Dβ

T∑
t=1

�−vt , yt�
)

1�
= E

{vt }T
t=1

(
max

{yt }T
t=1∈LT

Dβ

T∑
t=1

�vt , yt�
)
. (12)

1� holds since the Rademacher distribution is a symmetric
distribution.

Next, we try to estimate the lower bound of
E{vt }T

t=1
max{yt }T

t=1∈LT
Dβ

∑T
t=1�vt , yt�.

One feasible solution of yt is constructed as follows.
1) Evenly split the sequence {yt}T

t=1 into two subsequences:
{ȳt}T1

t=1 := {yt}(T/2)−1
t=1 and {ŷt}T2

t=1 := {yt}T
t=(T/2), where

T1 = T2 = (T/2). {vt}T
t=1 is also split into {v̄t}T1

t=1 and
{v̂t}T2

t=1.
2) Let all �yt�2 ≤ (1/2).
3) Evenly split {ȳt}T1

t=1 into N := �(Dβ/T β
1 )�

subsets {yt}(T1/N)
t=1 , {yt}(2T1/N)

t=(T1/N)+1, {yt}(3T1/N)
t=(2T1/N)+1,…,

{yt}T1
t=((N−1)T1/N)+1.

4) For the first subsequence {ȳt}T1
t=1, within the i th subset,

let the values in it be same, and denote it by ui . For the
second subsequence {ŷt}T2

t=1, let all values be uN .

5) Since elements in the second subsequence {ŷt}T2
t=1 have

the same value u, the difference between two elements
is 0. In addition, consider the first subsequence {ȳt}T1

t=1.
Elements in different subsets can be different such that
�ui+1 − ui� ≤ �ui+1� + �ui� ≤ 1. We have

T −1∑
t=1

tβ · �yt+1 − yt� =
T1−1∑
t=1

tβ · �yt+1 − yt� + 0

=
N−1∑
i=1

�ui+1 − ui� ·
(

T1

N
· i

)β

≤ T β
1

N−1∑
i=1

(
i

N

)β
≤ T β

1 (N − 1)

≤ Dβ.

It implies that {ȳt}T1
t=1 and {ŷt}T2

t=1 under our construction
are feasible.

Based on the above steps, we have

E
{vt }T

t=1

(
max

{yt }T
t=1∈LT

Dβ

T∑
t=1

�vt , yt �
)

(13)

= E

{v̄t }T1
t=1

max
{ui }N

i=1

N∑
i=1

〈 (i+1)T1
N∑

t= iT1
N +1

v̄t ,ui

〉

+ E

{v̂t }T2
t=1

max
u

T2∑
t=1

�v̂t ,u�

= 1

2
E

{v̄t }T1
t=1

max
{zi }N

i=1∈X N

N∑
i=1

〈 (i+1)T1
N∑

t= iT1
N +1

v̄t , zi

〉

+ 1

2
E

{v̂t }T2
t=1

max
z∈X

T2∑
t=1

�v̂t , z�

1�
=

1

2
N · E

{v̄t }T1
t=1

∥∥∥∥∥∥∥
(i+1)T1

N∑
t= iT1

N +1

v̄t

∥∥∥∥∥∥∥ + 1

2
E

{v̂t }T2
t=1

∥∥∥∥∥
T2∑

t=1

v̂t

∥∥∥∥∥
2�

≥
1

2
N

1√
d

E

{v̄t }T1
t=1

∥∥∥∥∥∥∥
(i+1)T1

N∑
t= iT1

N +1

vt

∥∥∥∥∥∥∥
1

+ 1

2
√

d
E

{v̂t }T2
t=1

∥∥∥∥∥
T2∑

t=1

v̂t

∥∥∥∥∥
1

3�
�

√
d

2
·
√

T1 N +
√

d

2
·
√

T2

�
√

Dβ · T 1−β + √
T . (14)

Recall that X = {x ∈ R
d : �x�2 ≤ 1} in this example. 1�

holds due to �x�∗ = �x�2 = max�y�≤1�x, y�. 2� holds due to
�x�1 ≤ (d)1/2�x�. 3� holds due to Lemma 1.

Since (14) holds for any algorithm A ∈ A, we thus obtain

inf
A∈A

sup
{ ft }T

t=1∈F T

RA
T = 	

(√
Dβ · T 1−β + √

T

)
.

It completes the proof. �
Proof of Theorem 2:
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Proof: For any sequence of T loss functions { ft }T
t=1 ∈ FT ,

we have
T∑

t=1

(Ft (xt)+ H (xt)− Ft (yt)− H (yt))

=
T∑

t=1

(Ft (xt)+ H (xt+1)− Ft (yt)− H (yt))︸ ︷︷ ︸
I0

+ H (x1)− H (xT+1).

According to Lemma 3, we have

I0 =
T∑

t=1

(Ft (xt)+ H (xt+1)− Ft (yt)− H (yt))

≤
T∑

t=1

1

2ηt

(�yt − xt�2
2 − �yt − xt+1�2

2

)
+ 1

2

T∑
t=1

ηt�Gt(xt)�2

1�
≤

√
R

T −1∑
t=1

1

ηt
(�yt+1 − yt�)+ R

2ηT
+ G

2

T∑
t=1

ηt

≤ √
R max

{ηt }T
t=1

{
1

ηt · tβ

}
· Dβ + R

2ηT
+ G

2

T∑
t=1

ηt .

1� holds due to Lemma 4. Thus, we have

T∑
t=1

(Ft (xt)+ H (xt)− Ft (yt)− H (yt))

≤ √
R max

{ηt }T
t=1

{
1

ηt · tβ

}
· Dβ + R

2ηT
+ G

2

T∑
t=1

ηt

+ H (x1)− H (xT+1). (15)

Since (15) holds for any sequence of loss functions
{ ft }T

t=1 ∈ FT , thus,

sup
{ ft }T

t=1∈F T

RPOG
T ≤ √

R max
{ηt }T

t=1

{
1

ηt · tβ

}
· Dβ + R

2ηT

+ G

2

T∑
t=1

ηt + H (x1)− H (xT+1) .

It completes the proof. �
Proof of Corollary 1

Proof: Assume that ηt := t−γ · σ1, where σ1 is a constant
and does not depend on t . According to Theorem 2, when
γ ≥ β

max
{ηt }T

t=1

{
1

ηt · tβ

}
= T γ−β

σ1
.

Substituting it into (9), we have

RPOG
T ≤

√
RDβ

σ1
T γ−β + R

2σ1
T γ

+ Gσ1

2

T∑
t=1

t−γ + H (x1)− H (xT+1)

1�
≤

√
RDβ

σ1
T γ−β + R

2σ1
T γ + Gσ1

2(1 − γ )
T 1−γ

+ H (x1)− H (xT+1).

1� holds due to 0 ≤ γ < 1 and Lemma 5.
Choosing the optimal σ1 with

σ1 =

√√√√ (1 − γ )
(

2
√

RT 2γ−β−1 Dβ + RT 2γ−1
)

G

we have

RPOG
T ≤

√
2G

√
RDβT 1−β

1 − γ
+
√

G RT

4(1 − γ )

+ H (x1)− H (xT+1)

�
√

Dβ · T 1−β + √
T .

It completes the proof.
�

Lemma 2: The optimal reference points {yt}T
t=1 satisfying∑T −1

t=1 �{yt+1 
= yt } ≤ M still satisfy
∑T −1

t=1 �yt+1 − yt� ≤
M(R)1/2.

Proof: Denote at = �yt+1 − yt� and
aT = {at |t ∈ [T − 1]} ∈ R

T −1. Note that
∑T −1

t=1 �{yt+1 
=
yt} = �aT �0. Thus, for M-shifting regret,

∑T −1
t=1 �{yt+1 
=

yt} = �aT �0 ≤ M . When β = 0, we have
T −1∑
t=1

�yt+1 − yt� = �aT �1 ≤ �aT �0

√
R ≤ M

√
R.

The first inequality holds because, for any 1 ≤ t ≤ T ,
�yt+1 − yt� ≤ (R)1/2. It completes the proof. �

Proof of Corollary 2:
Proof: Replacing D0 by M(R)1/2 in Corollary 1, we have

sup
{ ft }T

t=1∈F T

RPOG
T �

√
MT + √

T .

According to Lemma 2, we obtain

sup
{ ft }T

t=1∈F T

R̃POG
T ≤ sup

{ ft }T
t=1∈F T

RPOG
T �

√
MT + √

T .

It thus completes the proof. �
Lemma 3: Given any sequence {yt}T

t=1 ∈ LT
Dβ

and setting
any ηt > 0 in Algorithm 1, we have

T∑
t=1

(Ft (xt)+ H (xt+1)− Ft (yt)− H (yt))

≤
T∑

t=1

1

2ηt

(�yt − xt�2
2 − �yt − xt+1�2

2

) +
T∑

t=1

ηt

2
�Gt (xt)�2.

Proof: Define ψ(x) := (1/2)�x�2 and xt+1 =
argminx∈X �Gt (xt), x� + (1/ηt)Bψ(x, xt)+ H (x), according to
the optimal condition, for any x ∈ X , we have

0 ≤ �x − xt+1, ηt Gt(xt)�
+�x − xt+1,∇ψ(xt+1)− ∇ψ(xt )+ ηt∂H (xt+1)�. (16)

Then, we have

ηt (Ft (xt)+ H (xt+1)− Ft (yt)− H (yt))

≤ ηt �xt − yt ,Gt (xt)� + ηt �xt+1 − yt , ∂H (xt+1)�
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= ηt�xt+1 − yt ,Gt (xt)� + ηt �xt+1 − yt , ∂H (xt+1)�
+ ηt�xt − xt+1,Gt(xt)�

1�
≤ �yt − xt+1,∇ψ(xt+1)− ∇ψ(xt )�

+ ηt�xt − xt+1,Gt(xt)�
2�

= Bψ(yt , xt )− Bψ(xt+1, xt)− Bψ(yt , xt+1)

+ ηt�xt − xt+1,Gt(xt)�
3�

≤ Bψ(yt , xt )− Bψ(yt , xt+1)+ η2
t

2
�Gt (xt)�2.

1� holds due to (16). 2� holds due to three-point identity
for Bregman divergence, which is, for any vectors x, y, and z

Bψ(x, y) = Bψ(x, z)+ Bψ(z, y)− �x − z,∇ψ(y)− ∇ψ(z)�.
3� holds due to ψ(x) = (1/2)�x�2

2 so that Bψ(xt+1, xt) =
(1/2)�xt+1 − xt�2

2. Thus, we finally obtain

T∑
t=1

(Ft (xt)+ H (xt+1)− Ft (yt)− H (yt))

≤
T∑

t=1

Bψ(yt , xt)− Bψ(yt , xt+1)

ηt
+ 1

2

T∑
t=1

ηt�Gt(xt)�2

=
T∑

t=1

�yt − xt�2
2 − �yt − xt+1�2

2

2ηt
+

T∑
t=1

ηt

2
�Gt(xt)�2.

It completes the proof. �
Lemma 4: Given any sequence {yt}T

t=1 ∈ LT
Dβ

and setting a
nonincreasing series 0 < ηt+1 ≤ ηt in Algorithm 1, we have

T∑
t=1

1

ηt

(−�yt − xt+1�2 + �yt − xt�2)
≤ 2

√
R

T −1∑
t=1

1

ηt
(�yt+1 − yt�)+ R

ηT
.

Proof: According to the law of cosines, we have

−�yt − xt+1�2 + �yt+1 − xt+1�2

≤ 2�yt+1 − yt��xt+1 − yt+1� − �yt+1 − yt�2

≤ 2
√

R�yt+1 − yt� − �yt+1 − yt�2

≤ 2
√

R�yt+1 − yt�. (17)

Thus, we obtain

T∑
t=1

1

ηt

(−�yt − xt+1�2 + �yt − xt�2)
=

T −1∑
t=1

(
− 1

ηt
�yt − xt+1�2 + 1

ηt+1
�yt+1 − xt+1�2

)
+ 1

η1
�y1 − x1�2 − 1

ηT
�yT − xT +1�2

≤
T −1∑
t=1

(
− 1

ηt
�yt − xt+1�2 + 1

ηt
�yt+1 − xt+1�2

)

+
T −1∑
t=1

(
1

ηt+1
− 1

ηt

)
�yt+1 − xt+1�2 + 1

η1
�y1 − x1�2

≤
T −1∑
t=1

(
− 1

ηt
�yt − xt+1�2 + 1

ηt
�yt+1 − xt+1�2

)

+ R
T −1∑
t=1

(
1

ηt+1
− 1

ηt

)
+ R

η1

1�
≤ 2

√
R

T −1∑
t=1

1

ηt
(�yt+1 − yt�)+ R

ηT
.

1� holds due to (17). The proof is completed. �
Lemma 5: For any 0 ≤ γ < 1, we have

T∑
t=1

1

tγ
≤ 1

1 − γ
T 1−γ .

Proof: We will use a mathematical induction method to
prove the result. Given 0 ≤ γ < 1, it is trivial to verify that

1

1γ
= 1 ≤ 1

1 − γ
.

For an integer T0, suppose that
∑T0

t=1(1/tγ ) ≤ (1/1 −
γ )T 1−γ

0 . Then, we have

T0+1∑
t=1

1

tγ
=

T0∑
t=1

1

tγ
+ 1

(T0 + 1)γ

≤ 1

1 − γ
T 1−γ

0 + 1

(T0 + 1)γ

= 1

1 − γ
(T0 + 1)1−γ

((
T0

T0 + 1

)1−γ
+ 1 − γ

T0 + 1

)
1�

≤
1

1 − γ
(T0 + 1)1−γ

(
1 − 1 − γ

T0 + 1
− γ (1 − γ )

2(T0 + 1)2
+ 1 − γ

T0 + 1

)
≤ 1

1 − γ
(T0 + 1)1−γ .

1� holds due to the Tylor expansion, that is,(
T0

T0 + 1

)1−γ
=

(
1 − 1

T0 + 1

)1−γ

≤ 1 + (1 − γ )

(
− 1

T0 + 1

)
+ (1 − γ )(−γ )

2!
1

(T0 + 1)2
.

It finally completes the proof. �
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